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Building the knowledge base of a production system from the raw

data of a multi-sensor system
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Abstract

The knowledge base of the rule-based systems, or production systems, 1s built from the experience of human
experts using well-known techniques and highly developed tools of knowledge engineening Although this 1s not
a sumple task 1n 1tself, the difficulues dramatically increase when 1t 1s intended to synthesize the inference rules
durectly from signals obtamned from sensors on complex apphcations Specific problems concerning knowledge
acquisition and representation must be solved This paper introduces an automatic method to bwild the knowledge
base of a production system from the raw data of a multi-sensor system, using a machine-learmng procedure
and abstracting the numercal data for symbohc knowledge representation The method 1s demonstrated for two
applications for momtoring the tool condition 11 machiming processes

1. Introduction

Recent developments on sensors have notably im-
proved monitoring and control systems Nowadays,
‘smart’ sensors exist whose performance goes beyond
the basic transduction function and some devices now
feature environmental compensation, communication
and the abihty to self diagnose [1] Sensors provide
more and more complete and accurate data However,
this information cannot always be easily used Tradi-
tional techmques for identification and control cannot
be apphied 1n many cases because rehable mathematical
models to represent convemently the dynamucs of the
process are not available Contrary to this problem,
expert operators can be found controlling comphcated
processes (Fig 1) Applications that ental skill, ex-
penience, mtelligence and the perception capability of
human beings cannot be automized using conventional
techniques Such complex situations are closer to the
perception—action paradigm rather than to that of mon-
itoring—control The alternative approach to these prob-
lems 1s based on the development of artificial intell-
gence, as, for instance, 1s found in expert systems

2. Problems arising

Expert systems have been used for some problems
concerning monitoring and control of processes [2] and
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real time [3-5]. In these cases, the existence of sensors
gives nise to important differences within the pioneering
applications of the expert systems Firstly, when the
system 1s running, data must be gathered directly from
sensors mstead of from the operator Secondly, these
numerical data must be somehow mtegrated nto the
symbolic processmg module Until now, the use of
expert systems has presented serious difficulties for this
kind of application, because they were not imtially
designed for this purpose {3]

Knowledge acquisition also presents difficulties even
before the system 1s ready for running Some of them
are related to the complexity of the considered domain
It 1s customary to build the knowledge base of an
expert system by codifying the experience of experts
While the procedure 15 well founded, it consumes
excessive tume [6, 7] Tools for helping in the acquisition
of knowledge are being developed to improve this [8,
9

In extremely complex applications neither adequate
mathematical models exist nor 1s 1t feasible to generate
the knowledge base debriefing experts This happens,
for example, in the real-ttme estimation of the tool
condition 1n machimng processes The enormous num-
ber of variables mvolved 1n the process, some of them
absolutely unobservable and uncontrollable, makes the
knowledge of even the best machimists too mcomplete
and vague Although 1f 1t were possible to represent
the knowledge of these experts, 1t would be necessary
to have a sensor system mutating the human senses,
because that knowledge would be expressed in terms
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of the feelmngs as they are perceved by the oper-
ators

Synthesizing inference rules directly from sensor sig-
nals would avoid these inconveniences However, it
cannot be done experimentally until we become expert
nterpreters of the signals This would be a very arduous
task because of the underlymg complexity On the one
hand, the vanability mherent in the process gives rise
to major maccuracies and uncertamties in the obser-
vations and on the other, multi-sensor mformation 1s
so rich, but at the same time so complex [10], that 1t
1s not easily wnterpreted

A method for resolving these difficulties 15 proposed
mm this communication

3. Method

The need for knowledge-based systems on complex
applications of processes monitoning and control has
been presented It has also been shown that many
difficulties then arise These are overcome here by
acquiring knowledge directly from the signals of sensors
by means of a machme-learning procedure and ab-
stracting the numerical data to represent the knowledge
in symbohc form, (see Fig 1)

An mportant aspect, not mentioned until now, 15
the repercussion of replacing experts’ knowledge by
machme learming To ensure the good quality of the
knowledge represented by the system, the expenence
to be learned must be very carefully planned Obwiously,
this 15 mmpossible without a thorough knowledge of the
application

In this paper, a method for automatically generating
the knowledge base of a production system s mtroduced,
see Fig 2 This has the following features
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(1) the expenence to be percewved and learnt 1s
planned according to experimental design techniques,

(2) the knowledge 1s based on signal mformation
from sensors, either homogeneous or heterogeneous,

(3) an automatic procedure of feature extraction 1s
used for abstracting the raw numerical data and getting
a symbolic representation of the state of the monitored
process,

(4) a machine-learning procedure 1s used to discover
production rules by mduction from the examples,

(5) both computation levels, numeric and symbolic,
are efficiently integrated,

(6) explicative models can be built n parallel, making
the most of the experimental design, and making 1t
possible to implement second generation expert systems,
which use reasoning based on heunstic rules as well
as based on a deep model [11];

(7) the experimental design also enables the esti-
mation of the confidence levels of the rules on an
objective probabilistic base, rather than by the subjec-
tvity of the experts’ behefs

The method 1s made up with three procedures design
of expenments, automatic feature extraction and n-
duction of rules Next, a short description of the general
framework, the procedures and its role 1s presented

Production systems

Production systems, or rule-based systems, constitute
a very common schema for representing knowledge 1n
the context of artificial inteligence They mclude the
rule-based expert systems and have been particularly
useful 1n making deductions by stringing together
IF-THEN statements [7] A production system 15 com-
posed of a base of rules, a context (the known facts)
and an mterpreter of rules The base of rules consists
of a set of IF a given situation exists, THEN an action
must be taken, 1n which the knowledge about a certatn
doman 15 encoded Both the base of rules and the
context form the knowledge base of the system



Experimental design

Experimental design techniques are thought to collect
samples efficiently when vanability 15 present They
allow the lowering of the number of experiments needed,
reduce the experimental error and give vahdity to the
results Inthe absence of experts that provide knowledge,
the system must learn by itself from an expenence
truly representative of the explored domain Exper-
mental design 1s used here to grant 1t

Automatic feature extraction

The aim of this stage 1s to extract features from the
raw signals, to establish states or categones relevant
to the system objective, thus enabling symbolic rep-
resentation of the knowledge It uses an automatic
procedure developed by our team [12]

Induction of rules

Induction 1s a way of reasoming in which an apparently
chaotic collection of cases 1s used just to discover their
underlying structure The ID3 algonithm [6] 1s employed
here to acquire knowledge and construct decision trees
from the examples collected from the experiments
Each example belongs to one of the distinguishing
categones and has associated categorical values of the
extracted features Rules are obtained by direct reading
of the tree

4. Applications

This method was used to build a part of the knowledge
base of TEMOS (Tool Expert Monitoring System), an
expert system implemented by a European consortium
under the BRITE programme The objective of this
system 1s the in-process monitoring of the tool condition
1n machining processes using multiple sensors This 15
a current problem [13] which has been attacked with
different techmques for many years [14] Here 1t 1s
considered as a problem of classification of tool states,
expressible 1n the form of IF-THEN rules which can
be adequately treated by the method proposed here
Its application 1s demonstrated i the following two
examples

Millng

The method was used 1 this case to synthesize rules
to distinguish between three tool states

(1) low wear=00 mm <average width of the flank
wear<02 mm

(1) medium wear=04 mm <average width of the
flank wear<0 6 mm

(m) high wear=08 mm < average width of the flank
wear<1 0 mm
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Signals from sensors were collected accordmg to a
factorial design, 1n which tool wear state was considered
the main factor Table 1 shows the cutting conditions
employed Two piezoelectric sensors, B&K 4384 and
PAC 59208, were used for measuring respectively vi-
bration and acoustic enussion and the electnc current
was directly measured The signals, time series of fixed
length, were digitized using a Nicolet system 500 Tool
wear was recorded by means of a video camera Sony
CCD monochrome AVC-D5/DS5CE and a video cassette
recorder Wear was computed by mmage processing
More details can be found m ref 15 about the use of
experimental design to take samples in these kind of
experiments

The feature extraction procedure was applied over
the raw data to obtamn independent features that ef-
fectively discriminate between the three states Two of
them were the mean of the electric current and the
variance of the vibration The best were selected and
the range of each feature was divided mnto five levels
very low = (mnimum, p-—30/4)
low=(u—30/4, p—o0/4)
medium= (u.—o0/4, p+d/4)
high=(u+0/4, p+30/4)
very high= (g +30/4, maximum)
using the mean p and the standard dewiation o of its
own distribution

Finally, the examples were presented to the induction
procedure, using categorical values for features and
tool states One rule was derived from every branch
of the constructed decision tree A second independent
collection of examples was then used to test the rules,
estimating 1ts confidence level by the success rate Two
conditions were 1mposed on the rules to be included
in the knowledge base to have a confidence level
greater than a threshold and to be representative, 1¢,
the rule must be constructed from a significant number
of examples The following rules enlighten the form
adopted by the mulling rule base

IF (f; 1s very low) THEN (tool wear 1s low)

IF (f; 15 medium and f; 1s low) THEN (tool wear
15 medum)

TABLE 1 Cutting conditions on mithng

Machme tool LAGUN FBF 1600

Cooling liquid None

Workpiece matenial grade  AISI 4340

Tool SECODEX SR 220 13-0050-12
50 4 inserts

Insert SEKN 1203 AFN P10

Cutting operation Surfacing (roughing face milhing)

Cutting speed (m/min) 175

Feed (mm/tooth) 01

Axial depth of cut (mm) 2
Radial depth of cut (mm) 353
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TABLE 2 Cutting conditions on dnlling

Machmne tool LAGUN FBF 1600

Cooling hquid Metalna C
Workpiece material grade F-1282
Workpiece hardness (HB) 304

Tool DIN 338
Tool diameter (mm) 5

Tool material HSS-M2
Cutting speed (m/mn) 15

Feed (mm/revolution) 01

Depth of cut (mm) 20

IF (f; 15 very high and f; 1s low) THEN (tool wear
1s medum)

IF (f, 1s very lugh and £; 15 lugh) THEN (tool wear
1s high)

where f, represents the nth selected feature

Drilling

A simular experiment was conducted on drlling In
this case, the following tool states were considered

tool resharpening,

linear wear stage,

wear curve corner,

critical stage
Also, a factorial design was chosen Table 2 shows the
cutting conditions employed Several piezoelectric sen-
sors were used for the measurements thrust and torque,
Kistler 9271B, acoustic emission, PAC 89208, and vi-
bration, Endevco KE66

Some features showed good performance in discrim-
mating tool states, for example, maximum of the shding
mean of the thrust force, and the mean dvided by
standard deviation of the Cepstrum of the thrust force
The range of each feature was dvided on five levels,
as in milling

Drilling rule base 1s composed of such rules as

IF (f; 1s medium and f, 1s very low and f, 1s igh)
THEN (tool 1s on the linear wear stage)

IF (f; 1s very high and f, 1s high) THEN (tool 1s on
the critical stage)
where f, represents the nth selected feature

In both applications the control operation 1s carnied
out immediately, combining previous nference rules
with others such as

IF (tool wear 1s not lugh) THEN (acquire data from
sensors again) ELSE (change the tool)
The result 1s a continuous 1n-process monitoring of the
tool state and control of the process

5. Conclusions

The need has been presented for knowledge-based
systems for momtoring and controllng complex pro-

cesses and 1t has been shown that problems then anse
i acquirning and representing the knowledge These
dfficulties have been overcome by introducing n this
paper a method that automatically generates the knowl-
edge base of a rule-based system using raw data from
SEnsors

The method 15 composed of three efficiently integrated
procedures By means of the first one the experience
to be percerved and learnt 1s planned according to an
experimental design This guarantees that the said
expenence 15 absolutely representative of the process
The second one, an automatic procedure of feature
extraction, 1s used for making abstractions of the raw
numerical data and for getting a symbolic representation
of the existing knowledge about the state of the process
Fmally, the ID3 machme learning procedure 1s used
to discover production rules by mduction from examples

The ntroduction of the experimental design gives
rise to other benefits Firstly, confidence levels of the
rules are estimated on an objective probabilistic base,
rather than by the subjectivity of the experts’ behefs
Secondly, 1t enables the buillding of explicative models
in parallel, gving the possibility to implement second
generation expert systems Finally, 1t has been shown
how the method was used to produce mnference rules
for the TEMOS expert system, developed for the m-
process momitoring of tool conditions i machining
processes using multiple sensors It 1s important to note
that, strictly speaking, the rules are only valid for those
spectfic experimental conditions which generate them
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